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Abstract

In this paper a new hybrid Model Output Statistics (MOS), named MOS cascade, is developed to refine the day-ahead forecast of the
global horizontal irradiance provided by the Weather Research and Forecast (WRF) model. The proposed approach is based on a
sequence of two different MOS. The first, called MOSRH, is a new physically based algorithm, built to correct the treatment of humidity
in the WRF radiation schemes. The second, called MOSNN, is based on artificial intelligence techniques and aims to correct the main
systematic and learnable errors of the Numerical Weather Prediction output. The 1-day and 2-day forecast accuracies are analyzed via
direct comparison with irradiance data measured in two sites, Rome and Lugano. The paper shows that a considerable reduction in error
was achieved using MOSRH model and MOS cascade. The differences between the two sites are discussed in details. Finally, the results
obtained are compared with the benchmark accuracy reached for the data available for the average climate in Southern Spain and
Switzerland.
� 2015 Elsevier Ltd. All rights reserved.
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1. Introduction

Intermittent renewable energy presents a big challenge
specifically in the reliability of the electric power grid
http://dx.doi.org/10.1016/j.solener.2015.04.033
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operation. The development and optimization of smart
grids has come to the attention of many research centres
and recently the European Commission, together with
other national and international entities, has boosted its
funding towards research in this field. Solar photovoltaic
(PV) energy, along with other renewable energies, requires
a precise daily or even hourly weather forecast to prevent
both power failures and overloads and to manage the
power share between the utilities.

At the same time, power produced from PV systems
continues to increase, grabbing a bigger slice of the energy
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market day by day. For these reasons vendors need the
forecast of Global Horizontal Irradiance (GHI) to be as
accurate as possible in order to calculate the energy pro-
duction of the plants and for critical decision making in
energy trading.

The most commonly used methods for the day ahead
solar irradiance forecast (24/72 h horizon) are based on
Numerical Weather Prediction models (NWP). These mod-
els are simulation software able to provide the numerical
integration of the coupled differential equations describing
the dynamics of the atmosphere and radiation transport
mechanisms. The NWP models can be classified in two
main categories: the global models, such as IFS
(European Centre for Medium-range Weather Forecast),
GFS (Environmental Modeling Centre) and GEM
(Environment Canada Center), that simulate the whole
earth atmosphere and the mesoscale models, like MM5
and WRF, which cover a smaller geographical area and
have a higher resolution using initial boundary conditions
extracted from the global models.

A comparison of main Numerical Weather Prediction
models (global and mesoscale) for solar irradiance forecast
in different locations can be found in Perez et al. (2010,
2013) and Muller and Remund (2010).

Even if the NWP models take all the main physical pro-
cesses that govern the atmosphere into account, these pro-
cesses are only an approximation. Moreover the
non-linearity of the governing equations leads to a strong
dependence on the initial conditions used for the numerical
integration. This chaotic behaviour of the system is ampli-
fied even more because the initial conditions come from a
heterogeneous and irregularly distributed observational
network that can be too sparse in some regions of the world
therefore providing insufficient data. In addition, the spatial
resolution of the integration grid is too coarse with respect
to the PV plant size and the temporal output interval may
be greater than one hour. Furthermore, NWP models are
not finely tuned for radiation forecast even considering
the most recent sophisticated radiation schemes, which
are implemented in current meteorological models.
Indeed, the radiation schemes usually run independently
from the governing equations of a NWP model making
rigid assumptions for sub-grid cloud variability and show-
ing little ability to translate quick changes in meteorological
conditions, especially for cloud cover and humidity. As a
result the NWP outputs still do not reach the desired accu-
racy and they are often affected by systematic errors.

For these reasons, outperforming forecasts could be
achieved by post processing techniques called Model
Output Statistics (MOS) that use ground measurements
to remove bias and learnable errors from the NWP data.

Several MOS that use statistical analysis or stochastic
learning techniques have been developed by various
authors. A pure statistical post-processing correction of
the bias errors of the NWP data of ECMWF was proposed
by Lorenz et al. (2009a). This seems to be the best perform-
ing MOS model for global horizontal irradiance forecast
(Lorenz et al., 2009b). Perez et al. (2007) developed a semi
empirical model that correlates the NWP sky cover (pro-
vided by the National Digital Forecast Database, USA)
with the global horizontal irradiance.

Other authors set up MOS models based on stochastic
learning approaches. In Marquez and Coimbra (2011),
Huang et al. (2010) and Yona et al. (2008) the Multi
Layer Perceptron Neural Networks (MLPNN) were used,
and in Wang et al. (2011) this Artificial Neural Network
(ANN) architecture was coupled with the Gray Model.
The Radial Basis Function Neural Network is developed
in Chen et al. (2011) and Yona et al. (2008) while the non-
linear autoregressive network with exogenous inputs in Cai
et al. (2010). Recurrent Neural Networks and Diagonal
Recurrent Wavelet Neural Networks were implemented
in Cao and Lin (2008) and Yona et al. (2008).

An overview on solar irradiance and PV power forecast
techniques can be found in Paulescu et al. (2013), Kleissl
(2013) and “Photovoltaic and Solar Forecasting: State of
the Art”, IEA PVPS Task 14 (2013), while a complete
study on solar radiation benchmarks is reported in
Lorenz et al. (2009b), Beyer et al. (2009) and
Traunmuller and Steinmaurer (2010).

One of the most used Mesoscale models is Weather
Research and Forecast (WRF) – Advanced Research
WRF (ARW) developed by the National Center of
Atmospheric Research (NCAR), USA.

The aim of this work was to refine the irradiance fore-
cast coming from WRF using a sequence of two different
MOS.

The first post processing technique (MOSRH) is a new
physical based algorithm that improves the forecast of
the concentration of water vapour in the atmosphere. It
uses regression coefficients that can be calculated from
ground measurements, with the intent of reproducing more
realistic absorption curves that take into account the entire
vertical column of the atmosphere.

The second post processing approach (MOSNN) is
based on stochastic learning algorithms that use Artificial
Neural Networks ensemble to correct the NWP bias error.
It was effectively used in a previous study (Cornaro et al.,
2014) to refine the irradiance prediction of ECMWF reach-
ing a considerable level of improvement in forecast accu-
racy. Thus the MOSNN has been used to refine the
MOSRH output generating a hybrid MOS called “MOS
cascade”.

There are two main reasons for using this MOS cascade.
Firstly, the MOSNN, when applied to the MOSRH out-
put, can remove all the learnable errors not directly related
to the forecast of humidity. Secondly, the MOSNN can
directly provide the PV energy forecast, without the need
of any further calculations, if trained with the power data
produced by a PV plant. Indeed one of the advantages of
the MOS based on stochastic learning techniques is that
the variable predicted by the MOS (as PV energy) can be
different from the input data provided by the NWP forecast
(as GHI).
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The MOS cascade was tested on different locations and
periods considering the solar irradiance forecast on the
horizon over one and two days. The forecast accuracy
obtained with and without the data post processing was
measured for the sites of Rome, during the years 2008–
2012, and of Lugano during the years 2010–2011.

In Section 2 the data used (ground measurements and
NWP forecast) are reported. In Sections 3 and 4, the basic
features of the two MOS are described. In Section 5, the
forecast accuracy reached by the MOSRH and by the
MOS cascade is analyzed and discussed in detail.

2. Data

2.1. Experimental data from Rome

The experimental data used for Rome (as input to train
and test the models) come from the ESTER outdoor
Laboratory at the University of Rome “Tor Vergata”

(Spena et al., 2008). The facility consists of a test unit for
the outdoor monitoring of PV modules and a solar-weather
unit (in operation since 2004) that collects solar irradiance
data together with the typical weather variables such as air
temperature, relative humidity etc. Five years (from 2008 till
2012) of GHI and air temperature measurements were used
for the present work. Global horizontal irradiance was mea-
sured with a pyranometer Kipp&Zonen CM21, while for air
temperature a Rotronic thermo hygrometer was used. Data
are recorded by a CR100 data logger at a one-minute time
rate. According to the WMO guidelines (Zahumenský,
2004), a data filtering procedure was applied to remove the
physical inconsistencies in measurements that are caused by
monitoring problems. After this operation, the variables’
hourly and daily values were calculated.

2.2. Experimental data from Lugano

The experimental data used for Lugano (as input and to
train and test the models) come from the outdoor test field
at the University of Applied Sciences and Arts of Southern
Switzerland (SUPSI). The facility consists of a PV test unit
for the outdoor monitoring of PV modules and a
solar-weather unit. GHI is measured with a Kipp&Zonen
CMP21 pyranometer. The instruments are calibrated
yearly within the framework of an international measure-
ment campaign that has taken place since 2010 along with
several international partners (Galleano et al., 2014). Data
are recorded every minute from 5 AM to 7 PM, UTC + 1
by a HP Agilent data logger and then filtered daily to check
for outliers or system failures. Ground measurements over
two years, (2010–2011) were used for the present work.

2.3. Numerical weather prediction data from WRF model

2.3.1. WRF overview

The NWP model used is WRF–ARW version 3.4 devel-
oped by NCAR. The model is run operationally by the US
National Weather Service and, being open-source and
easily portable, it is widely utilized around the world for
research and weather forecasts (Skamarock et al., 2008).

WRF was originally built as a Mesoscale or local area
model (LAM), i.e. it simulates the weather in geographical
areas smaller than the entire globe. The governing equations,
describing the dynamic and thermodynamic evolution of the
atmosphere (Pielke, 2002), are solved numerically on grid
points over the area of interest that constitutes the domain
of the model. The domain is three-dimensional. On the hor-
izontal plane models may allow different map projections
and utilize a specific grid structure. In the present case
WRF-ARW employs the Arakawa C-grid (Arakawa and
Lamb, 1977). The Arakawa C-grid is staggered, which means
that not all governing equations are solved on the same grid
points, dynamic physical quantities are solved on so-called
“flux points”, while mass related physical quantities are
solved on “mass points”. Vertically a terrain-following coor-
dinate is used (Skamarock et al., 2008; Pielke, 2002). Vertical
levels, the number of which can be chosen by the user, are
denser near the Earth’s surface and grow more distant from
one another when moving towards the top of the atmo-
sphere. The diagonal distance between two mass grid points
on the same vertical level defines the model’s horizontal res-
olution, which can be chosen by the user too. Local area
models require initialization and contour data from a larger
LAM or a global model. Initialization data provide the val-
ues of all the necessary atmospheric and surface fields at the
beginning of the simulation; contour data provide the evolu-
tion of these fields outside of the LAM domain.

In the WRF model, the physical phenomena not solved
explicitly by the governing equations are calculated by
algorithms independent on the governing equation solver
and “plugged in” through a physical interface
(Skamarock et al., 2008). For this reason, algorithms for
the calculations of the same physical quantities can be
non-unique and, for this specific study, a choice between
several radiation schemes is available.

The WRF model radiation schemes provide atmo-
spheric heating due to radiative flux divergence and down-
ward surface long and short radiation wavelengths for the
ground heat budget. The long wavelength radiation (above
4000 nm) includes infrared or thermal radiation absorbed
and emitted by gases and surfaces. The short wavelength
radiation (between 300 and 4000 nm) includes visible and
surrounding wavelengths that make up the solar spectrum.
Absorption, reflection and scattering processes in the
atmosphere and on the surface are simulated. Upward
shortwave radiation is the reflection due to surface albedo
(Skamarock et al., 2008). Shortwave radiation in the WRF
model corresponds to GHI.

2.3.2. Model setup

Daily hindcasts are performed, running 24 h forecasts
from 00 UTC to 00 UTC, with a 6 h spin up time, for all
days between 2008 and 2012.

The domain of the model extends over Italy and
Switzerland, including most of the Alpine region (Fig. 1).



Fig. 1. WRF Model domain.
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A variety of climate regions are situated inside the chosen
domain.

The model horizontal resolution is 32 km, approxi-
mately the same of ECMWF – reanalysis data (ERA-40,
2004), whose performance was analyzed in a previous study
(Cornaro et al., 2014).

Different initialization and contour data have been
tested in order to analyse the impact on GHI forecasts.

In the first phase, NCEP-DOE reanalysis 2 data
(NCEP-DOE AMIP-II Reanalysis, 2002) was used.

Subsequently, in order to simulate a process more sim-
ilar to operational forecasting, the global NWP model
GFS (Global Forecasting System) (Environmental
Modeling Center, 2003) provided initial and contour
data. A typical one-day-ahead operational forecast of
GHI (from now on called “1-day forecast”) and
two-day-ahead operational forecast of GHI (from now
on called “2-day forecast”) were simulated. The results
were analyzed separately.

For the WRF model a physics configuration suitable for
operational forecasting was made, balancing accuracy in
the results with computational efficiency.

For microphysics the “Eta microphysics scheme” was
chosen as is also suggested for coarse resolutions (Rogers
et al., 2001). For the surface layer the “MM5 similarity
scheme” is used (Paulson, 1970), while as a surface scheme
the 5 layer thermal diffusion scheme is used (Dudhia, 1996)
when initial data derives from the NCEP-DOE reanalysis
and the Noah Surface model (Tewari et al., 2004) when ini-
tial data derives from GFS. The YSU boundary layer
scheme was chosen (Hong et al., 2006). The Kain-Fritsch
cumulus scheme was implemented (Kain, 2004).

The Rapid Radiative Transfer Model (RRTMG)
(Mlawer et al., 1997; Fu and Liou, 1992; Oreopoulos and
Barker, 1999) long wave radiation scheme was chosen
accordingly to the short wave radiation scheme as
explained in the following paragraph.

In a preliminary phase, several short wave (SW) radia-
tion schemes were tested. The RRTMG was chosen for its
skill to describe sub grid cloud variability through a
Monte-Carlo independent column approximation and due
to its ability to distinguish near-infrared, visible and UV
wavelengths. Radiation absorption and scattering by other
gases and aerosols are calculated through various parame-
terizations. Concentration and chemical composition come
from parametric values taken from pre-built tables. To
obtain more accurate results on aerosol concentration and
chemical composition of the atmosphere the WRF model
could be coupled with an atmospheric chemistry model
(WRF-Chem distribution) (Grell et al, 2005). Typically cou-
pling is not performed for daily operational weather fore-
casts because of the computational time it requires and
the lack of accurate source data needed for the entirety of
the domain being considered. For these reasons, no coupled
chemical model was run for these simulations.

Output model gridded data were interpolated to pro-
duce a point forecast for the location of Rome -Tor
Vergata and Lugano for a direct intercomparison with
ground measurements.

3. Physical post processing (MOSRH)

This section describes the Model Output Statistics
(MOSRH) that provide the correction of the GHI forecast
as calculated directly by the WRF model.

The RRTMG radiation scheme was chosen because it
provides a more detailed output since it differentiates
between direct and diffuse radiation and provides UV, vis-
ible and near infrared wavelengths as distinct output fields.
Nevertheless, GHI forecasts are affected by elevated errors,
which in part derive from the unrefined process of damping
GHI due to the humidity present in the atmosphere
column.

The majority of radiation schemes used by the WRF
model compute the GHI at the bottom of the atmosphere
by damping the top of the atmosphere GHI by a factor
proportional to the highest relative humidity value on a
specific level in the atmospheric column (Lara-Fanego
et al., 2011).

The main objective of MOSRH is to improve the treat-
ment of the amount of humidity in the atmosphere used by
the radiation scheme. Besides humidity, other factors are
important to a good forecast of GHI. In this study,
WRF was not coupled with a chemical model, limiting
some capabilities of the radiation scheme. Since aerosols
and gas concentrations are given by fixed tables that only
take into consideration date and geography, the variation
of diffuse and direct components due to these aspects is
rigid and predefined.

Nevertheless, the errors in forecasting humidity and in
the treatment of this variable by the radiation scheme have
a direct impact on the GHI forecast accuracy.



Table 3.1
Coefficient values for both sites.

a b c d

Rome PCC < 0.05 0 1 9.68 0.922
PCC > 0.05 0.541 0.692 0 1

Lugano PCC < 0.05 0 1 10.2 0.932
PCC > 0.05 0.471 0.562 0 1
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Analysing the behaviour of the model’s built-in radia-
tion schemes, GHI experiences a considerable damping
only if one or more vertical model levels present water
vapour content at the saturation level. This procedure,
which is a direct application of the physical laws, can be
very problematic if applied in a meteorological model that
describes the atmosphere creating a finite number of verti-
cal layers and a finite spacing horizontal square grid. In
cases where the forecast for relative humidity of the entire
column is very close but not at the saturation point, the
model GHI damping is very weak, whereas, generally in
this situation in the real atmosphere there is almost cer-
tainly condensation of the water vapour at some height,
with a consequent GHI damping at the surface
(Houghton, 2002).

The idea behind MOSRH is based on the fact that GHI,
through the atmosphere, experiences a damping at every
layer with a non-negligible value of water molecules in
the liquid phase. This situation occurs when relative
humidity is near or at the saturation level.

Because of the NWP limitations described above,
MOSRH does not only take into consideration vertical
levels where relative humidity saturates but all levels where
relative humidity is greater than a predefined threshold.
This value is not unique and may be dependent on the alti-
tude. A value for every vertical level was calculated empir-
ically: a linear regression that took into account the entire
time interval of this study (2008–2012) sought the values
that minimized the error of forecast GHI compared to
observational data for both sites.

MOSRH was built to avoid the “on/off switch” of typ-
ical radiation schemes, which behaves like a step function
in damping GHI i.e., saturation equals almost complete
absorption and below saturation there is no absorption.
In the MOSRH approach, damping increases linearly for
the levels where relative humidity is higher than its thresh-
old to reach complete absorption only when relative
humidity reaches 100%. Subsequently the impact of damp-
ing is weighed accordingly to the quantity of humidity in
the single vertical level, now independently from their alti-
tude. The weights decrease exponentially with decreasing
humidity and are derived from the application of the
Beer-Lambert Law (Houghton, 2002). Subsequently the
weights are normalized in order to obtain a value between
0 and 100, similar to the calculation of total cloud cover
percentage. The result was named Pseudo Cloud Cover
(PCC).

In synthesis: the integral produces a value proportional
to the “damping capacity” of the atmosphere that can be
used for GHI correction.

Two of the key problems in GHI forecasting were con-
sidered by MOSRH: not only saturation values of water
vapour are taken into consideration, but all levels with rel-
ative humidity over a certain threshold, and not only the
level with the highest water vapour content is taken into
account, but all the atmospheric levels.

MOSRH consists of three steps.
During the first step the integral of relative humidity val-
ues for an atmospheric column thus the PCC is calculated
by Eq. (1).

PCC ¼
P

jðRHjwjÞP
jðwjÞ

ð1Þ

where RHj is the relative humidity value of level j and the
sum is calculated from bottom to the top of the atmo-
sphere; wj is the weight of the level j and is equal to zero
for the levels below their specific threshold.

During the second step GHI is computed at the bottom
of the atmosphere. This is done by damping the forecast
clear-sky GHI by a value proportional to PCC. Clear-sky
GHI is the GHI radiation that reaches the surface consid-
ering the absorption and scattering by aerosols and gases
other than water vapour, as calculated by the chosen radi-
ation scheme for clear-sky days.

Various types of regressions were tested during the
study. Eq. (2) was chosen for the simplicity and linearity
of the formula and because it suits observational data bet-
ter. The resulting corrected GHI at the bottom of the atmo-
sphere is then given by Eq. (2).

GHI f ¼ dGHIcsð1� aPCCbÞ þ c ð2Þ

GHIcs is the clear-sky GHI at the bottom of the atmo-
sphere, a, b, c and d are the parameters of the regression.

The parameter values are different for different geo-
graphical locations. As a result, two sets of coefficients,
for Rome and Lugano, were calculated.

Eq. (2) is a general equation that includes two differ-
ent cases that exclude one another, based on the fore-
cast meteorological conditions. Clear sky conditions
are defined by PCC < 0.05, in this case a systematic
overestimation of GHI was observed, probably due to
the oversimplification in evaluating aerosols and other
damping substances in the atmosphere. To remove this
bias coefficients a and b are fixed to the values of 0
and 1 respectively, while c and d are provided by the
regression with observational data from Rome and
Lugano, within the time interval considered
(Table 3.1). In the second, PCC is greater or equal to
0.05 i.e. GHI is damped by cloud cover, coefficients c
and d are fixed respectively to 0 and 1, while a and b
are provided by the regression with observational data
from Rome and Lugano, within the time interval con-
sidered (Table 3.1).
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4. Stochastic learning post processing (MOSNN)

The MOSNN is a refinement technique of the NWP
data that uses ANN and it was implemented by the
ESTER laboratory (Cornaro et al., 2014).

ANN is a mathematical model that invokes the struc-
ture of the biological neural connections. The model is
made up of a group of neurons, and it processes informa-
tion using a connectionist approach to computation.

ANN has the ability to imitate natural intelligence in
its learning from existing sample data. The algorithm
learns from sample data by constructing input-output
connections without explicit analytical expressions of
the model equation and for this reason it is typically
used to model complex relationships between inputs
and outputs. This technique is often employed in solving
forecasting problems; an extensive review can be found
in (Zhang et al., 1998). For what concerns solar radia-
tion forecast using ANN, a review can be found in
(Mellit, 2008).

MOSNN uses Multi-Layer Perceptron Neural Network
architecture (MLPNN), with one hidden layer.

This architecture uses meteorological inputs and NWP
prediction to forecast the one or two days ahead hourly
irradiance as shown in Eq. (3).

½GHI1ðt þ xÞ; . . . GHI24ðt þ xÞ�
¼ f ðpast meteorological parameters; NWPdataÞ ð3Þ

where x is the forecast horizon.
The inputs come from past local measurements and

from NWP forecasting data.
Fig. 2A synthetically reports the adopted MLPNN,

where P1 is the input data vector; IW1, LW1 and bi are
the input and layer weights matrix and the bias vectors
that should be calculated by a training and validation
procedure; S1 is the number of neurons in the hidden
layer that should be optimized; ai are the output vectors
and fi are the chosen transfer functions (tansigmoid and
pureline).

It has to be considered that the performance of the
ANN is strongly dependent on the internal structure of
the net, on the training method adopted and on the input
variable chosen.
Fig. 2. (A) Sketch of the MultiLayer Perceptron Neural Network (MLPNN) a
1 day forecast.
The input variables chosen for the considered built neu-
ral network are listed in Table 4.1, while the ANN output is
the 1 day or 2 day ahead hourly solar horizontal global
irradiance, as reported in Fig. 2B.

The optimization procedure used to generate the
MOSNN is described in detail in (Cornaro et al., 2014)
and can be briefly summarized as follows.

The network under examination was implemented
using the ANN Matlab toolbox. The Levenberg-
Marquardt technique was used to train the chosen net
coupled with the repeated random sample validation pro-
cedure. The net structure was identified through an opti-
mization process that provided the best number of
neurons in the hidden layer (S) through the Mean
Square Error (MSE) minimization procedure. The
optimized net consisted of 6 input neurons, 24
output neurons and 6–14 neurons in the hidden layer
depending on the year of data chosen for training and
validation.

Moreover, instead of choosing an optimal network,
the technique of the ANN Ensemble was adopted. The
ANN was repeatedly trained with one year of data ran-
domly sorting 60% of data for training and 40% for val-
idation generating over 500 Neural Networks. The
ensemble was originated choosing the ANN with the
MSE lower than the average MSE of the 500 networks.
The qualified ensemble of 300–350 networks was used to
calculate the quantile trajectories P(X): for instance, the
P(50) point is the value GHI(50) such that the probabil-
ity of GHI 6 GHI(50) is equal to 50%. The P(60) trajec-
tory was used as GHI forecast to evaluate the model
accuracy, since the ensemble average and the P(50) tend
to underestimate the irradiance. Thus the P(60) provided
a further bias reduction. This technique is known as
Probabilistic Forecast and it is commonly used for wind
prediction.

The ANN test was made using another year of data,
never seen by the net. For Rome, five years of data were
used. In particular, the ANN was trained using the 2008
data for testing 2009, 2010, 2011 and 2012 while 2011
was used to test the year 2008. For Lugano, the ANN
trained on the 2010 was used to forecast the 2011 and vice
versa.
rchitecture, and (B) Sketch of the input and output variables used for the



Table 4.1
Input variables given to the NNMOS, HNWP is referred to the next day.

Name Symbol Units

Ordinal day OD –
Daily Irradiation H Wh/m2

Average daily temperature Ta �C
Clearness index Kt –
Daily irradiation forecast HNWP Wh/m2
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In Fig. 3 an example of the P(60) trajectory together
with the quantile trajectories between the P(5) and P(100)
curves is shown for a sample of days. It can be noted as
the prediction interval delimited by P(5) and P(100) is lar-
ger where a major forecast uncertainty is present (overcast
days, for example).
Fig. 3. Prediction intervals from P(5) to P(100) (gray) – fo

Table 5.1
Performance indexes used for model comparison.

Name A

Root Mean Square Error

R

Mean Absolute Error M

Mean Bias Error M

RMSE Skill Score or Improvement Sk

GHIm
i ¼ measured hourly global horizontal irradiance W

GHI f
i ¼ forecast hourly global horizontal irradiance W=m
5. Results

Verification of model data and MOS data was carried
out using basic statistical techniques, such as Mean
Absolute Error (MAE), Root Mean Square Error
(RMSE), Mean Bias Error (MBE) and the skill score with
respect to a reference model, as defined in Table 5.1.
Moreover, in this work the following Persistence Model
(PM) was adopted as main reference (Eq. (4)).

GHI1ðd þ 1Þ; . . . GHI24ðd þ 1Þ½ �
¼ hK�t ðdÞi½GHIcs1ðd þ 1Þ; . . . GHIcs24ðd þ 1Þ� ð4Þ

where
½GHI1ðd þ 1Þ; . . . GHI24ðd þ 1Þ� = hourly global hori-
zontal irradiance of the day (d + 1).
recast P(60) (white) and ground measurements (dots).

cronym and formulae

MSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1
ðGHIm

i �GHI f
i Þ

2

n

r
W =m2

AE ¼
Pn

i¼1
jGHIm

i �GHI f
i j

n W =m2

BE ¼
Pn

i¼1
ðGHI f

i �GHIm
i Þ

n W =m2

ill Score ¼ 100 RMSEðreference modelÞ�RMSEðtest modelÞ
RMSEðreference modelÞ

� �
[%]

=m2.
2.
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½GHIcs1ðd þ 1Þ; . . . GHIcs24ðd þ 1Þ� = hourly clear sky
global horizontal irradiance of the day (d + 1) calculated
using the clear sky model (Ineichen and Perez, 2002;
Reno et al., 2012).
K�t ðdÞ = daily average of the hourly clear sky index of
the day (d) defined as the ratio of the measured global
horizontal irradiance and the global horizontal irradi-
ance calculated using the clear sky model.
ble 5.2
sults of the various forecast approaches for Rome.

me 2008

E (W/m2) (NMAE (%)) Raw 92
(26.

ay Reanalysis 96
(28.

Persistence 90
(26.

MOSRH 64
(19.

MOSNN(MOSRH) 67
(20.

E (W/m2) (NMAE (%)) Raw 94
(27.

ay Persistence 98
(28.

MOSRH 67
(19.

MOSNN(MOSRH) 67
(19.

SE (W/m2) (NRMSE (%)) Raw 153
(44.

ay Reanalysis 157
(46.

Persistence 148
(44.

MOSRH 104
(31.

MOSNN(MOSRH) 115
(34.

SE (W/m2) (NRMSE (%)) Raw 155
(45.

ay Persistence 159
(46.

MOSRH 108
(31.

MOSNN(MOSRH) 113
(33.

E (W/m2) (NMBE (%)) Raw 80
(23.

ay Reanalysis 78
(22.

MOSRH 15
(4.4

MOSNN(MOSRH) 4
(1.2

E (W/m2) (NMBE (%)) Raw 77
(22.

ay MOSRH 12
(3.5

MOSNN(MOSRH) 24
(7.1
The accuracy of the PM can be considered as a mea-
surement of the difficulty of the irradiance forecast for a
specific site and period so that the skill score with
respect to the PM states the quality of adopted forecast
models.

All the metrics were calculated over one year of data.
Night time hours were eliminated by only considering glo-
bal horizontal irradiance as greater than zero.
2009 2010 2011 2012

82 90 69 75
9) (23.4) (26.7) (19.0) (19.4)

84 92 68 77
1) (23.9) (27.3) (18.9) (20.0)

84 95 77 82
7) (24.5) (30.0) (22.0) (23.6)

61 69 60 58
1) (17.9) (21.7) (17.1) (16.7)

63 71 60 57
0) (18.3) (22.3) (17.1) (16.3)

85 93 69 78
3) (24.0) (27.6) (18.8) (20.3)

92 110 84 89
9) (26.7) (34.7) (24.0) (25.6)

64 72 58 60
7) (18.6) (22.7) (16.6) (17.4)

66 73 61 62
6) (19.0) (22.9) (17.5) (17.9)

140 149 119 131
9) (39.7) (44.0) (32.8) (33.9)

143 153 121 138
0) (40.6) (45.3) (33.3) (35.9)

136 149 130 140
0) (32.0) (47.1) (37.1) (40.4)

100 105 96 92
0) (29.1) (33.0) (27.4) (26.4)

102 107 96 97
1) (29.7) (33.7) (27.5) (28.0)

142 154 118 138
3) (40.3) (45.5) (32.2) (35.6)

150 168 139 149
9) (43.5) (53.0) (39.7) (42.9)

106 110 99 95
7) (30.6) (34.7) (28.2) (27.5)

107 110 101 96
3) (30.9) (34.7) (28.9) (27.8)

64 70 52 64
4) (18.2) (20.0) (14.0) (16.2)

66 75 47 61
8) (18.2) (22.0) (12.0) (15.0)

5 13 �5 0
) (1.4) (4.1) (�1.4) (0)

12 20 0 22
) (3.5) (6.3) (0) (6.3)

66 73 51 67
5) (18.7) (21.6) (14.0) (17.3)

7 10 �2 �1
) (2.0) (3.2) (�0.6) (�0.3)

7 5 4 4
) (2.0) (1.6) (1.1) (1.2)
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It should be remarked that the accuracy values reported
in the following tables cannot be directly compared since
the PM accuracies are different between the different sites
and years. However, for the comparison of the results it
is possible to use the Skill Score calculated with respect
to the reference model, that is much less site and time
dependent.

All the results obtained are reported in Table 5.2 for
Rome and 5.3 for Lugano. The tables also show relative
errors, which are obtained dividing by the yearly average
horizontal irradiance.

5.1. Direct WRF model output results (Raw data)

During a first data analysis, the accuracy of the direct
WRF forecast initialized with GFS + 1 day and + 2 day data

(Raw 1-day, Raw 2-days) together with the WRF forecast

initialized with NCEP-DOE II Reanalysis data
(Reanalysis 1-day) were calculated and compared. Direct
model output provides information on the quality of the
operational forecast obtainable by WRF initialized with
GFS, while WRF initialized with Reanalysis data provides
information on the forecast dependence on the time hori-
zon and grid resolution of the boundary conditions used
for the forecast. During the run, the Reanalysis model
assimilates the observed data at regular intervals, limiting
errors for meteorological variables, but at the same time,
Fig. 4. Skill score with respect to the RMSE of PM obtained for the 1 and 2 day

both the Rome and Lugano sites.

Fig. 5. Skill score with respect to the RMSE of RAW data of the 1
both the vertical and horizontal grid resolutions are sensi-
bly lower and physical schemes are simplified compared to
GFS.

Fig. 4 shows the skill score with respect to the RMSE
of PM obtained by the direct WRF forecast (Raw 1-day,
Raw 2-days) and by the Reanalysis data (Reanalysis
1-day) for both the sites under investigation. For
Rome, the three data sets achieve no or very little
improvement with respect to the persistence model, with
a skill score between �6% and 8% for the 1 day direct
model forecast and Reanalysis and between 2.5% and
15% for the 2 days Direct model forecast. Table 5.2
shows that the Direct WRF output and the Reanalysis
have an accuracy range of 69–93 W/m2 in MAE and
118–157 W/m2 in RMSE comparable to the persistence
that exhibits 77–110 W/m2 in MAE and 130–168 W/m2

in RMSE.
The 2-day forecast skill score is higher than that of the

1-day forecast, only because the 1-day accuracy of the
PM is higher than the 2-day PM accuracy.

What was even less to be expected was that the forecast
initialized with Reanalysis data showed slightly higher
errors than the direct model output. Thus, for the 1–
2 day GHI forecast the greater resolution of the initial
and contour data and more complex physics seems to have
more importance than boundary conditions derived from
observational data.
Direct WRF forecast (Raw 1-day, Raw 2-days) and for the Reanalysis for

day (left) and 2 day (right) MOSRH for Rome and Lugano.



Table 5.3
Results of the various forecast approaches for Lugano.

Lugano 2010 2011

MAE (W/m2) Raw 134 132
(NMAE (%)) (39.4) (36.1)

1 day Reanalysis 196 181
(57.4) (49.3)

Persistence 137 122
(40.2) (32.7)

MOSRH 126 106
(37.1) (28.3)

MOSNN(MOSRH) 103 91
(30.2) (24.4)

MAE (W/m2) Raw 200 185
(NMAE (%)) (58.4) (50.4)

2 day Persistence 164 142
(48.2) (38.0)

MOSRH 128 109
(37.5) (29.2)

MOSNN(MOSRH) 112 103
(33.0) (27.6)

RMSE (W/m2) Raw 200 198
(NRMSE (%)) (58.5) (54.0)

1 day Reanalysis 268 250
(78.3) (68.1)

Persistence 221 201
(64.9) (53.9)

MOSRH 176 156
(51.7) (41.8)

MOSNN(MOSRH) 142 131
(41.8) (35.1)

RMSE (W/m2) Raw 272 254
(NRMSE (%)) (79.4) (69.2)

2 day Persistence 226 208
(66.4) (55.7)

MOSRH 179 162
(52.6) (43.5)

MOSNN(MOSRH) 152 146
(44.7) (39.1)

MBE (W/m2) Raw 107 115
(NMBE (%)) (31.2) (31.0)

1 day Reanalysis 174 156
(50.1) (42.0)

MOSRH 84 86
(24.6) (17.6)

MOSNN(MOSRH) 15 5
(4.5) (1.3)

MBE (W/m2) Raw 171 163
(NMBE (%)) (49.9) (44.4)

2 day MOSRH 85 67
(25.0) (17.9)

MOSNN(MOSRH) 22 �4
(6.5) (�1.2)
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Moreover, the yearly MBE between 51 and 80 W/m2

(Table 5.2) underlines the evident overestimation of the
direct model output GHI for all three data cases. The bias
seems dependent on the model and radiation scheme used,
but not on the initialization and contour data. Lugano has
greater meteorological variability: weather variations are
more frequent and rapid, hence a much greater error in
persistence data. In this case all the three data sets have
worse performance than the PM, obtaining a negative skill
score for almost all the cases studied. The raw 1-day fore-
cast obtains a yearly average MAE and RMSE around
133–199 W/m2 while the PM achieves a MAE and
RMSE of 130–210 W/m2. The raw 2 day forecast shows a
yearly average MAE and RMSE of 193–263 W/m2 greater
than 153–215 W/m2 of the Persistence model. Thus in this
case, differently from Rome, the 1-day forecast is much
better than the 2-day forecast mostly because the high
variability of weather conditions makes longer forecast
more difficult. As for Rome, the performance shows a
greater dependence on initialization and contour condi-
tions. Also in this case, the direct model forecast is affected
by greater systematic errors with a MBE between 107 and
171 W/m2.

Tables 5.4 and 5.5 show the capability of the models to
provide “good forecast days” (MAE < 10 W/m2) and “bad
forecast days” (MAE > 80 W/m2). As for Rome, having
more frequent longer periods with stable weather, the per-
sistence model has the highest number of “good forecast
days”, while the number of days with errors greater than
80 W/m2 is comparable to the one obtained by the three
data sets (Table 5.4). In Lugano however, the WRF model
initialized with GFS data presents notable errors for every
type of weather, providing a lower number of “good fore-
cast days” and the highest number of “bad forecast days”

with respect to the PM (Table 5.5).

5.2. Post processing results (MOSRH and MOS cascade)

The physical based MOSRH, described in Section 3 was
built to increase the very poor forecast capability of the
direct WRF/GFS model.

Fig. 5 shows the skill score of the MOSRH with respect
to the RMSE of Direct model output (RAW data) plotted
versus the RMSE of the Persistence model.

For Rome, the MOSRH obtains a skill score with
respect to the RMSE of the raw data between 16% and
32% depending on forecast horizon and on the persistence
of the weather conditions. This is mainly due to the yearly
mean bias correction, from 51–80 W/m2 to 1–15 W/m2 (see
Table 5.2). The MOS increases the forecast performance on
both sunny and cloudy days, since the number of days with
MAE < 10 W/m2 increased by 30–50%, while the number
of days with MAE > 80 W/m2 decreased by the same
amount (see Table 5.2).

For Lugano, the MOSRH improves the 1-day forecast
Direct model accuracy by 12–21% and the 2-day forecast
accuracy by 35% (see Fig. 5). This difference in skill score
is mainly due to the very low capability of the Direct
WRF/GFS model in providing a 2-day forecast in this cli-
matic conditions (see Fig. 4). Due to the greater meteoro-
logical variability, MOSRH technique shows a better
performance in days with variable and perturbed weather,
while no significant improvement is noted on mostly sunny
days. Indeed, days with MAE > 80 W/m2 are reduced by
about 20–30% with respect to the raw data, but no
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substantial change in the number of days with
MAE < 10 W/m2 is noticed (see Table 5.5).

The stochastic learning MOSNN, described in Section 4,
was applied to the output of the MOSRH to understand if
it was possible to reach further improvement in the forecast
accuracy.

Fig. 6 compares the skill score with respect to the PM
model, achieved by the MOSRH with the skill score
obtained by the MOS cascade, named MOSNN
(MOSRH), for the two different sites under investigation.

For Rome, the first post processing MOSRH produces a
skill score in MAE and RMSE between 25% and 30% for
the 1-day forecast and between 30% and 35% for the
2-day forecast. For the Lugano site, similar accuracy can
be obtained when the MOS cascade alone is used. Indeed
in this case, the MOSNN(MOSRH) allows us to reach a
Persistence skill score of around 25% in MAE and 30%
in RMSE for the 1-day forecast and around 30% in
MAE and RMSE for the 2-day forecast.

Fig. 7 shows the skill score of the MOS cascade with
respect to the RMSE of MOSRH output plotted versus
the RMSE of the Persistence model. It appears that the
MOS cascade achieves the worst performance when
applied to the Rome post-processed irradiance data while
it produces a considerable skill score improvement in the
Lugano climatic conditions.

For Rome the cascade could reduce the MOSRH accu-
racy upto 10% while for Lugano it enhances the MOSRH
performance to 15–20% for the 1-day forecast and upto 10–
15% for the 2-day forecast.

This means that for the Rome climatic situation the
main systematic error of the WRF model is related to the
water vapour treatment in the built-in radiation schemes.
Since this error was removed by the physical
post-processing method (MOSRH), no further bias reduc-
tion could be achieved with the MOS cascade
(MOSNN(MOSRH)). On the contrary, for Lugano, the
very low persistence of the irradiance conditions is also
due to the complex orography, so that the MOSRH water
vapour modeling might not be reliable enough for the site
and other sources of bias could have a great impact on the
WRF forecast. Thus the Artificial Neural Network
Table 5.4
Numbers of “good days” and “bad days” in Rome.

Rome 2008

Days with Mae > 80 W/m2 Persistence 1-day 61
Reanalysis 65
Raw 1-day 73
Raw 2-day 69
MOSRH 1-day 39
MOSRH 2-day 40

Days with Mae < 10 W/m2 Persistence 2-day 69
Reanalysis 49
Raw 1-day 43
Raw 2-day 41
MOSRH 1-day 78
MOSRH 2-day 81
approach (MOSNN) could effectively correct the residual
systematic errors resulting in a considerable improvement
of the forecast accuracy.

One the whole, for the one day forecast for Rome, the
MOSRH post processing reduces the MAE and RMSE
of Direct WRF/GFS model from (81.6–138.4) W/m2 to
(62.4–99) W/m2 and for the two day forecast from (83.8–
141.4) W/m2 to (64.3–103) W/m2. For the one day forecast
for Lugano, the MOS cascade reduces the same errors from
(133–199) W/m2 to (97–137) W/m2 and for the two day
forecast from (192.5–263) W/m2 to (108–149) W/m2.

It is should be noted that, for Rome, the MOSNN
approach, when directly used to correct WRF raw data,
was quite underperforming with respect to the MOSRH
approach. On the other hand, in a previous work
(Cornaro et al., 2014), the MOSNN post-processing was
used to refine the ECMWF – ERA40 irradiance forecast
of the years 2008-2011 obtaining a RMSE of 106 W/m2

and a MAE of 65 W/m2. These values are very similar to
the RMSE of 102 W/m2 and the MAE of 64 W/m2

obtained by the MOSRH correction of the WRF/GFS
raw data over the same period. Nevertheless, in the case
of ECMWF – ERA40, the main source of bias errors
was identified to be the time resolution of NWP irradiance
forecast (each 3 h instead of 1 h). Thus the MOSNN
approach based on an Artificial Intelligence technique is
much more effective in the correction of this kind of sys-
tematic errors than in removing the bias coming from a
rough approximation of the water vapour concentration.
5.3. Comparison with the benchmarks

To better understand the quality of the irradiance fore-
cast provided by a specific technique, it is useful to com-
pare the results discussed above with some benchmark
accuracy values.

Lorenz et al. (2009b) report the forecast performance
obtained with different methods for different European
countries providing a range of accuracy that can be used
as a benchmark for the horizontal irradiance forecast on
the horizon of 24/72 h. Unfortunately, for the results in
this paper, there is no benchmark for Italian climatic
2009 2010 2011 2012

47 49 30 35
48 63 33 37
54 70 39 44
62 74 39 43
30 31 17 25
44 35 18 28

68 46 104 83
57 61 89 85
49 50 90 78
49 49 83 80
80 63 106 106
79 62 102 102



Fig. 6. Skill score with respect to the MAE and

Table 5.5
Numbers of “good days” and “bad days” in Lugano.

Lugano 2010 2011

Days with Mae > 80 W/m2 Persistence 111 72
Reanalysis 142 95
Raw 1-day 105 79
Raw 2-day 144 105
MOSRH 1-day 82 58
MOSRH 2-day 119 85

Days with Mae < 10 W/m2 Persistence 25 31
Reanalysis 1 6
Raw 1-day 10 12
Raw 2-day 2 3
MOSRH 1-day 8 20
MOSRH 2-day 7 13

Fig. 7. Skill score of the MOS cascade with respect to the RMSE of MOSRH o
(left) and 2 day forecast (right).
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conditions. However, comparing the errors of the PM cal-
culated by Lorenz et al. (2009b) with the persistence accu-
racy reported in Tables 5.2 and 5.3, it appears that Rome
shows a solar irradiance variability that falls between
those of Southern Spain and Switzerland. Thus, Tables
5.6 and 5.7 compare the benchmark accuracy range found
by Lorenz et al. (2009b) for the Southern Spain and Swiss
stations (in bold in the tables), with the performance
obtained by the MOSRH and the MOSNN(MOSRH)
cascade for Rome and Lugano (in bold in the tables).
Regarding the station in Rome, the MOSRH gives a skill
score based on PM perfectly inside the benchmark. In the
case of the 1-day forecast, the MOSRH improves the PM
accuracy of 29% that is inside the benchmark windows of
36–1% (Southern Spain) and 49–22% (Switzerland). In the
RMSE of PM for Rome and Lugano sites.

utput plotted versus the RMSE of the Persistence model for 1 day forecast



Table 5.6
Performance indexes and improvement of MOSRH and MOSNN compared to the Rome benchmarks available.

1 day forecast RMSE (W/m2) MAE (W/m2) PM skill score (RMSE)

Southern Spain (a) Benchmark forecast models 81–124 48–79.8 36–1%

20.8–31.7% 12.2–20.4%

Persistence 125.9 65.0
32.1% 16.6%

Rome (b) MOSRH 99 62.4 29%

29% 18%

MOSNN(MOSRH) 103 63 26%

31% 19%

Persistence 140.2 85.4
47% 25%

Switzerland (a) Benchmark forecast models 107–122 70–85 49–22%

39.6–45% 25.8–31.5%

Persistence 158.0 104.0
58.4% 38.7%

Lugano (c) MOSRH 166 116 14%

47% 32%

MOSNN(MOSRH) 137 97 29%

38% 27%

Persistence 192.2 129.4
54% 36%

a Average performance of different meteorological stations for the period July 2007–June 2008.
b Average performance over different years 2008–2012.
c Average performance over different years 2010–2011.

Table 5.7
Performance indexes and improvement of MOSRH and MOSNN compared to the Lugano benchmarks available.

2 day forecast RMSE (W/m2) MAE (W/m2) PM skill score (RMSE)

Southern Spain (*) Benchmark forecast models 83–144 49–94 41–11%

21.3–36.8% 12.6–23.9%
Persistence 140.0 75.0

35.8% 19.1%

Rome (b) MOSRH 103 64.3 32%

30% 19%
MOSNN(MOSRH) 105 66 31%

31% 19%
Persistence 152.8 94.5

51% 28%

Switzerland (a) Benchmark forecast models 113–125 74–87 35–28%

41.8–46.3% 27.4–32.4%
Persistence 173.0 116.0

64.0% 42.9%

Lugano (c) MOSRH 171 118 21%

48% 33%
MOSNN(MOSRH) 149 108 31%

42% 30%
Persistence 216.8 152.6

61% 43%

a Average performance of different meteorological stations for the period July 2007–June 2008.
b Average performance over different years 2008–2012.
c Average performance over different years 2010–2011.

M. Pierro et al. / Solar Energy 117 (2015) 99–113 111
2-day forecast the MOSRH approach obtains an
improvement of 32% with respect to the reference ranges
of 41–11% (Southern Spain) and 35–28% (Switzerland).
Regarding Lugano, it should be pointed out that the irra-
diance variability of this site is much higher than the
Switzerland average variability. Indeed the RMSE of the
PM in Lugano is between 20% and 25% higher than the
PM RMSE averaged on the sixteen Swiss stations.
Nevertheless, also in this case study, the PM skill score
obtained using the MOS cascade is inside the
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Switzerland benchmark. For the 1-day forecast, the
MOSNN(MOSRH) gives an improvement of 29% while
for the 2-day forecast it achieves a skill score of 31% tak-
ing in to account the reference ranges of 49–22% (1-day
horizon) and 35–28% (2-day horizon).

6. Conclusions

Two different Model Output Statistics (MOS) were built
to refine the day-ahead forecast of the GHI provided by the
WRF/GFS model.

The first MOS, namely MOSRH, uses a physically
based algorithm to correct the treatment of humidity in
the WRF radiation schemes. The second MOS, called
MOSNN, is based on Artificial Intelligence techniques
and aims to correct the main systematic and learnable
errors of the Numerical Weather Prediction output.

The 1-day and 2-day forecast accuracies reached with
and without the MOS approaches were analyzed for differ-
ent years and locations: years 2008–2012 in Rome and
2010–2011 in Lugano.

It appears that the direct WRF/GFS model output, for
all the cases studied, exhibits no or very poor performance
improvement with respect to the accuracy of the persis-
tence model. Indeed, for Rome and Lugano, a yearly aver-
age RMSE of 138.4–199 W/m2 (1-day forecast) and 141.4–
263 W/m2 (2-day forecast) was found. The forecast of the
PM produces, for both the sites, a RMSE of 140–
192 W/m2 (1-day horizon) and 153–217 W/m2 (2-day hori-
zon). Similar behaviour was found in MAE.

Moreover, the use of NCEP-DOE II Reanalysis data for
WRF initialization did not improve forecast accuracy.

On the contrary, a substantial reduction in error was
achieved by using the MOS approaches. In Rome, the
MOSRH seems to be enough to correct the main forecast
bias errors of the WRF/GFS model, leading to a RMSE
of 99 W/m2 for the 1-day forecast and of 103 W/m2 for
the 2-day forecast. Thus, for this site the main NWP sys-
tematic error can be associated to an oversimplified treat-
ment of the vertical distribution of humidity in the
atmosphere by the radiation schemes. In Lugano, the out-
performing forecast can be achieved by using the hybrid
MOS, called MOS cascade, which means using the stochas-
tic learning MOSNN along with the MOSRH output,
namely MOSNN(MOSRH). In this case, the
MOSNN(MOSRH) brings the RMSE to 137 W/m2 for
the 1-day forecast and of 149 W/m2 for the 2-day forecast.
Indeed, the complex orography of Lugano induces a high
weather variability resulting in greater forecasting difficul-
ties. Thus, the MOSNN corrects all the main learnable
errors not directly related to the forecast of the water
vapour concentration.

Finally, the results obtained were compared with the
benchmark accuracy reached for the Southern Spain and
the Swiss average climatic conditions (Lorenz et al.,
2009b). Indeed, in Rome the performance reached by the
persistence model was found to be between that of these
two countries. The MOSRH provided a skill score (calcu-
lated with respect to the RMSE of PM) of 29–32% for
the one and two day forecast which was perfectly inside
the benchmark skill score ranges obtained for both
Southern Spain (1-day forecast: between 36% and 1%;
2-day forecast: between 41% and 11%) and Switzerland
(1-day forecast: between 49% and 22%; 2-day forecast:
between 35% and 28%). Similar results were found for
Lugano, even if the RMSE of the PM in Lugano is approx-
imately between 20% and 25% higher than the PM RMSE
averaged over the Swiss stations considered by Lorenz
et al. for the benchmark calculation. In this case, the
MOSNN(MOSRH) reached a skill score of 29% (one day
ahead) and 31% (two days ahead) that is in the
middle-upper part of the skill score ranges of the average
Swiss climatic conditions reported above.
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